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Abstract: 

Power deficit and efficiency polar in modeling 
large offshore wind farms are estimated using 
the CRES-flowNS RANS solver and the 
amended GCL engineering model. The 
comparison with measurements for the Horns 
Rev and Lillgrund wind farms indicates that 
predictions significantly overestimate the 
power deficit when the wind sector is narrow 
(±2.5°). As the size of the sector increases 
the agreement between predictions and 
measurements becomes better and for the 
wide sector of ±15° it can be considered quite 
satisfactory, even in the cases of incomplete 
wind turbine rows. The systematic over-
prediction for narrow sectors raises the 
question if the uncertainty in the 
measurement of the wind direction produces 
artificially low power losses in the wake 
center. The efficiency polar of the wind farms 
for the whole range of wind directions (0-
360°) is well estimated using the amended 
GCL model calibrated with the CRES-flowNS 
predictions in specific wind directions. 
Calibration is made in the sense that the 
proper approach is used for the velocity deficit 
estimation depending on the wind direction 
and the wind turbine distance which affect the 
shadowing between the wind turbines. 

Keywords: Power deficit, offshore wind 
farms, wake modeling, efficiency polar. 

1 Introduction 

Reliable wake modelling is important for two 
reasons: First, the accurate estimation of 
power losses due to wind turbine wakes 
constitutes a significant part of the overall 
wind farm economics. Second, there is a 
growing need for maximizing the exploitation 
of the available areas in the land (onshore) or 
the sea (offshore). As a result the turbines 
must be installed at the closest possible 
distances which increases the interaction 
phenomena and affects the performance as 

well as the lifetime of the downstream turbines: 
the power output is reduced and the fluctuating 
loads increase.  

Various models have been developed to 
simulate the wind turbine wakes. These 
methodologies, initially developed for single 
wind turbines have been extended to the 
simulation of wind farms, where a wind turbine 
may be located in the wakes of the 
neighbouring turbines. Evaluation of the main 
wind farm models was carried out in the context 
of the UpWind project using experimental data 
from the Danish offshore wind farm Horns Rev 
[1]. The complexity of the models involved 
varies: WAsP [2] is a straightforward linear 
model, whereas WindFarmer [3] uses 
simplified inviscid flow relationships for the near 
wake and parabolized momentum equations for 
the far wake. Furthermore, WAKEFARM [4] 
solves the parabolized Navier–Stokes 
equations everywhere and the more advanced 
models solve the full 3D Navier–Stokes [5,6]. 
Predictions were compared with measurements 
for the wind direction of 270

o
 at various sector 

widths (±1
o
, ±5

o
, ±10

o
, ±15

o
). The preliminary 

results indicated that the CFD models over-
predict wake losses in the narrow sectors, while 
the simpler wind farm models tend to under-
predict wake losses unless their coefficients 
are calibrated to match the observations. 

In the context of the EERA-DTOC project the 
aim was to further assess the performance of 
the existing wind farm models using a range of 
high quality cases for model simulation. Thus, a 
number of benchmark cases were defined to 
investigate complex relationships between wind 
speed, wind turbine spacing, turbulence and 
stability offshore and how well the suite of 
selected models perform. Detailed 
experimental data sets from the Horns Rev and 
Lillgrund offshore wind farms were made 
available from DTU for comparison with the 
predictions of the models.  

In the present paper, the power deficit 
predictions of the CRES-flowNS [6] RANS 
solver are evaluated. Furthermore, predictions 
of the park efficiency for the whole wind rose 
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are given with the engineering model GCL [7] 
calibrated with the CFD predictions for certain 
wind directions. 

2 Numerical models 

2.1 CRESflow-NS model 

CRESflow-NS [6] [6] is an in-house RANS 
solver using the Wilcox k-ω turbulence model 
for closure and the actuator disk theory for the 
simulation of the embedded wind turbines. It 
has been applied to the simulation of single 
wind turbine wakes, as well as small and 
large wind farms in flat and complex terrain 
[8,9]. The momentum equations are 
numerically integrated introducing a matrix-
free pressure correction algorithm which 
maintains the compatibility of the velocity and 
pressure field corrections. Discretization is 
performed with a finite volume technique 
using a body-fitted coordinate transformation 
on a structured curvilinear mesh. Convection 
terns are handled by a second order upwind 
scheme bounded through a limiter, whereas 
centred second order schemes are employed 
for the diffusion terms. Velocity-pressure 
decoupling is prevented by a linear fourth 
order dissipation term added into the 
continuity equation. The k-ω turbulence model 
has been suitably modified for neutral 
atmospheric conditions [10]: 





  

 

α 0.3706, β 0.0275, β 0.033,

σ 0.5, σ 0.5
(1) 

Stratification is considered through an 
additional production term f∙G added to each 
one of the k and ω transport equations to 
account for the buoyancy effect [3] The 
production term G is given from the following 
relationship [11]: 
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where where μt is the eddy viscosity and the 
Richardson number, Ri, is estimated as: 
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and mf 1 5ζ  , with ζ z / L . The Monin-

Obukhov length, L, characterizes the stability. 
The f function is estimated for the k and ω 
equations (fk and fω) respectively, so that the 
simplified momentum and transport equations 
for constant pressure (dp/dx=0) are fulfilled. 
After a proper mathematical analysis, the 

following functions fk and fω are derived for the 
k and ω transport equations: 

      k ωf 1 4.9ζ , f 14 1 1.28ζ  (4) 
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1 / Ri 1
f 1 1 / Ri, f

σ β κ / β 1
 (5) 

for stable and unstable conditions respectively.  

Wind turbine simulation: According to the 

actuator disk approach, the rotor of each wind 
turbine is simulated as a disk discretized by a 
number of control volumes. Each control 
volume acts as a momentum sink through the 
actuator force calculated using the following 
relationship 

 2
ref TF 0.5ρ U C ΔS   (6) 

where ρ stands for the air density, Uref is the 
reference wind speed for the thrust coefficient 
calculation, CT is the thrust coefficient and ΔS 
is the surface area of the control volume. 

The reference velocity Uref is estimated at the 
position of each wind turbine as if the specific 
turbine was absent. In offshore wind farms, 
wind turbines are mostly installed in parallel 
rows, so turbine rows can be considered 
instead of single turbines. A parabolic 
procedure activating successively the wind 
turbine rows is applied: The run starts ignoring 
the presence of the turbines to estimate the 
reference velocities at the positions of the first 
row. When a certain convergence criterion is 
fulfilled for the velocities at those positions, the 
actuator disks are activated at the first row. The 
simulation continues and the reference 
velocities are estimated at the second row. This 
procedure is repeated until all turbine rows are 
added. 

Computational domain and boundary 

conditions: The wind farm is enclosed in a 

computational domain with assumed known 
inflow conditions, corresponding to the 
downstream conditions of the affecting 
upstream installations. If there is no upstream 
installation free stream logarithmic profiles for 
neutral or stratified conditions are applied to the 
inlet boundary according to the similarity theory 
[12]. The outflow and the side boundaries are 
positioned sufficiently far so that Neumann 
conditions can be applied for the velocities and 
the k,ω turbulence quantities. The inlet and 
outlet boundaries are positioned 10 D and 30 D 
upstream and downstream of the first and last 
wind turbine rows respectively. The side 
boundaries are positioned 10 D away of the 
closest wind turbine and finally the top 



U∞ uij 

Uj 

Ui 

boundary is positioned nearly 30 D above sea 
level. Logarithmic wall functions are 
implemented for the first grid point above the 
sea level. 

The mesh is kept fine close to the wind 
turbine rotors in the horizontal x, y directions 
with a minimum grid spacing close to 0.1 D. 
Between the turbine rotors successive 
coarsening and refinement of the grid lines 
occurs using geometrical progression. In the 
vertical direction the mesh is constructed fine 
close to the sea level with the first grid line at 
a distance of about 0.007 D. A fine mesh is 
also constructed in the area of each W/T rotor 
disk, using 15 grid points along the rotor 
diameter.  

2.2 GCL model 

The GCL model [7] encompasses a semi–
analytical description of the wake deficit and a 
set of simple empirical relations providing the 
relevant characteristics for the turbulence field 
in the wake. The empirical expressions are 
based on full scale measurements and are 
applicable for both stall, pitch and variable 
speed regulated turbines. One of the 
boundary conditions for the deficit model has 
been modified in order to reflect the blocking 
effect from the ground. 

Mean wind deficit: Neglecting the blocking 

effect originating from the ground, the wake 
behind a wind turbine is considered as a free 
turbulence region. The model is based on the 
presumptions that the wake region can be 
adequately described by Prandtl’s 
axisymmetric turbulent boundary layer 
equations [13] [13] and that self-similarity of 
the profiles holds. Therefore, wake radius δ 
and centerline velocity Us follow the power 
laws of 1/3 and (-2/3) respectively. The 
accurate expressions are obtained using the 
empirical condition that the radius of the wake 
at 9.5 rotor diameters is given by 

  

  

 

  

9.5 nb hub nb

nb a

1
R R min z ,R ,

2

R max 1.08D,1.08D 21.7 I 0.05

(7) 

where hubz  is the hub height, D  is the rotor 

diameter and aI  is the ambient turbulence 

intensity. This relationship denotes that the 
expansion of the wake is dominated by 
ambient turbulence and ensures a minimum 
turbulence level of 5%. The blocking effect is 
taken into account by applying a wake radius 

equal to the mean of hubz and nbR  at 9.5D 

distance when wake radius exceeds hub 
height. Thus, the formula for the wake radius 
becomes: 
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where ΤC is the thrust coefficient. 

The centerline velocity is derived from the 
momentum integral in the wake region: 
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where U is the ambient wind speed. 

 

Figure 1: Schematic representation of the 
interaction between the i-th and j-th wind 

turbines. jU , jU  are the onset velocities of the 

i-th, j-th wind turbines and iju  is the velocity 

induced to the i-th wind turbine by the wake of 
the j-th wind turbine 

Application to wind farms: GCL model 

was developed for the estimation of the velocity 
deficit and the turbulence level within the wake 
of a single wind turbine. In the case of a wind 
farm, a wind turbine is subject to the effect of 
multiple wakes. To calculate the incoming 
speed on the rotor of the i-th wind turbine, the 
individual effects are summed up according to: 

   


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  

U U U u
TN

22
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j 1

     (10) 

where jU , jU  are the onset velocities of the i-

th, j-th wind turbines respectively and iju  is the 

velocity induced to the i-th wind turbine by the 



wake of the j-th wind turbine, estimated 
through Eq.(8), as shown schematically in 
Figure 1.  

 
. 

 
Figure 2: Layout of the Horns Rev offshore wind farm [14] 

 
Figure 3: Layout of the Lillgrund offshore wind farm [15]. The 30

o
 inflow sectors along complete rows 

of wind turbines are marked for the 120
o
 and 222

o
 wind directions 

 

 

3 Simulation of test cases 

3.1 Description of the wind farms 

Horns Rev wind farm: The Horns Rev 

wind farm has a rated capacity of 160 MW 
comprising 80 wind turbines with 80 m 
diameter and 70 m hub height, arranged in a 
regular array of 8 by 10, with a spacing of 560 

m in both directions. The layout of the wind 
farm, shown in Figure 2, is not completely 
rectangular, while the direction of the N-S 
columns is 353°. The wind turbines are 
installed with an internal spacing along the 
main directions of 7 D. The diagonal wind 
turbine spacing is either 9.4 D or 10.4 D. The 
wind has been in operation since 2004 and the 
SCADA statistics from 2005-2007 is available 

for the wake analysis [14].  

Lillgrund wind farm: The Lillgrund wind 

farm comprises 48 wind turbines of 92.5m 



diameter and 65m hub height, arranged in 8 
SW-NE rows (Figure 3). The internal spacing 
along the directions 222° and 120° is 4.3D 
and 3.3D, respectively. The layout is 
dominated by the triangular shape and two 
“missing” turbines inside the wind farm.  

3.2 Numerical simulation 

Horns Rev wind farm: In order to simulate 

the western wind directions (270
o
±15

o
), 12 

sub-sectors of 2.5
o
 were considered. For 

each one of the sub-sectors the mean wind 
direction was simulated, e.g. for the sub-
sector 270

o
-2.5

o
, the simulated mean wind 

direction was 268.75
o
. Next, two sub-

domains, marked with blue lines in Figure 2, 
were considered. The first one including rows 
1-3 was used for the simulation of the wind 
directions 268.75

o
-283.75

o
 and the second 

one including rows 6-8 was used for the 
simulation of the wind directions 256.25

 o
 -

266.25
 o.

. It was found that when the first sub-
domain was used, rows 1-3 were not affected 
by the wind turbine wakes from rows 4-8. In 
addition, the flow field at the 4

th
-8

th
 rows was 

similar to the flow field at the 3
rd

 row. In the 
same way, when the second sub-domain was 
used, rows 6-8 were not affected by the wind 
turbine wakes from rows 1-5 and the field at 
the 1

st
-5

th
 rows was similar to the flow field at 

the 6
th
 row. Thus, simulation of one sub-

domain instead of the whole wind farm is 
acceptable and saves significant 
computational cost. 

For each simulation, the x-axis of the 
computational domain was aligned to the wind 
direction resulting in a transformation of the 
coordinates of the W/T positions. A 
successive refinement and coarsening of the 
grid lines was made in order to achieve a fine 
mesh close to the W/T positions. The 
minimum grid size in both x and y directions 
was between 0.1 D and 0.15 D 

Estimation of the reference velocities at the 
wind turbine positions, required for the thrust 
and power calculation is performed using the 
parabolic procedure described in Section 2.1. 
The convergence of the momentum 
equations for the 273.75

o
 wind direction is 

shown in Figure 4. The appearance of peaks 
indicates the activation of each wind turbine 
column 

Lillgrund wind farm: The 222±15° and 

120±15° wind direction sectors were 
simulated. A procedure similar to that of the 
Horns Rev wind farm case was followed, 
considering 12 sub-sectors of 2.5

o
 for each 

one of the wind sectors and simulating the 

mean wind direction. However, in this case, all 
48 wind turbines were included in each 
computational run, since there is no repetitive 
pattern as in the Horns Rev wind farm.  

A successive refinement and coarsening of the 
grid lines was made in order to achieve a fine 
mesh close to the wind turbine positions. The 
minimum grid size in both x and y directions 
was between 0.08 D and 0.125 D. Again, the 
parabolic activation of wind turbine rows was 
used for the estimation of reference velocity Uref  
at the turbine positions 
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Figure 4: Convergence of the momentum 
equations for the 273.75

o
 wind direction. The 

appearance of peaks indicates the activation of 
each wind turbine column 

4 Results 

4.1 Power deficit 

In the Horns Rev test case the inflow mean 
velocity at hub height (70 m) was 8 m/s and the 
inflow turbulence intensity at hub height was 
7%. Three cases were defined to validate the 
influence of the flow sector size for western 
wind directions: 270

o
±2.5

o
, 270

o
±7.5

o
 and 

270
o
±15

o
. Numerical simulations were 

performed with a step of ±2.5
o
 starting from 

270
o
±1.25

o
. In order to estimate the power 

output for the flow sector 270
o
±2.5

o
, the 

average of the 270
o
+1.25

o
 (middle of the 

270
o
+2.5

o
 sector) and 270

o
-1.25

o
 (middle of the 

270
o
-2.5

o
 sector) simulations was calculated. 

Accordingly, to estimate the power output for 
the flow sector 270

o
±7.5

o
, the average of the 

270
o
±1.25

o
, 270

o
±3.75

o
 and 270

o
±6.25

o
 

simulations was calculated.  

The power deficit is determined with respect to 
the reference turbine wt07. The mean power 
deficit is determined by averaging the results 
for rows 2-7 as function of spacing. The 



predicted mean power deficits are compared 
with measurements in Figure 5. It is observed 
that the agreement between predictions and 
measurements is improved as the flow sector 
size increases. For a size of ±15

o
 predictions 

well agree with the measurements. 
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Figure 5: Horns Rev - Mean power deficit 
along the rows 2 to 7, obtained by averaging 
the power output from wind turbines wt02 to 
wt97 within each row. Predictions and 
measurements are plotted for three different 
flow sectors around the 270

o
 wind direction. 

The level of turbulence intensity is 7%. 

In the Lillgrund test case, the inflow mean 
velocity at hub height (65 m) was 9 m/s and 
the inflow turbulence intensity at hub height 
was 6%. 2x7 principal cases were defined to 
evaluate the influence of the flow sector. The 
first set of 7 cases referred to the 120±15° 
sector, each case corresponding to a 2.5° 
sub-sector around a mean wind direction 
varying from 105° to 135°. The power deficit 
was estimated along a single row of 8 
turbines, with an internal spacing of 3.3D. The 
second set of 7 cases referred to the 222±15° 
sector, each case corresponding to a 2.5° 
sub-sector around a mean wind direction 
varying from 207° to 232°. The power deficit 
was estimated along a single row of 8 
turbines, with an internal spacing of 4.3 D 

The predicted power variations along the 
complete wind turbine rows marked in Figure 
3 for the 120±15° wind sector (3.3 D internal 
spacing) and the 222±15° wind sector (4.3 D 
internal spacing) are shown in Figures 6,7 
when averaging is performed for each one of 
the 2.5° sub-sectors. CFD predictions over 
the 2.5° sub-sectors show a larger variation of 
the power deficit in comparison to the 
measurements, as the wind direction changes 
from 105°to 120° (Figure 6). Both predictions 
and measurements present a nearly 
symmetrical behaviour around the 120° 
direction, justified by the arrangement of the 
neighbouring wind turbines. Similar 
observations can be made for the 222±15° 

wind sector (Figure 7). Again, there is a larger 
variation of the predicted power deficit around 
the central wind direction of 222° in comparison 
to the measurements, especially at the front 
wind turbines. When averaging is performed 
over the wider sector of ±15°, the agreement 
between predictions and measurements is 
quite satisfactory (Figure 8), which is similar to 
what was found in the Horns Rev wind farm 
case.  

Power is also predicted along the incomplete 
wind turbine rows marked in Figure 9 for the 
120±15° and the 222±15° wind sectors. CFD 
predictions over the 2.5° sub-sectors present 
again a larger variation of the power deficit in 
comparison to the measurements. The 
averaged predicted values over the ±15° sector 
agree well with the measurements as shown in 
Figure 10. As expected, the effect of the 2 
missing wind turbines (3.3 D internal spacing) 
is the significant power increase of the turbine 
which is located 9.9 D behind its neighbouring 
upstream machine. Measurements indicate a 
86.2% power increase in comparison to the 
complete wind turbine case, whereas 
predictions show a 80.6% increase. In the case 
of 1 missing wind turbine (4.3 D internal 
spacing), the effect of the absent wind turbine 
is a power increase of almost 35% in its 
downstream turbine. 

4.2 Efficiency polar 

The power efficiency for 0 - 360° inflow was 
estimated using the amended GCL engineering 
model [7], calibrated with the CRES-flowNS 
predictions for specific wind directions. Power 
efficiency is defined as the ratio between the 
park power and the power from Ntot stand-alone 
wind turbines where Ntot is the total number of 
turbines.  

For the Horns Rev case the wind directions of 
270

o
, 221

o
 and 312

o
 were simulated by CRES-

flowNS in order to calibrate the engineering 
model. For each wind direction α, the results of 
5 simulations performed in the sector α±2.5

o
, 

with a step of 2.5
o
, were averaged to be 

comparable to the CFD results. According to 
the standard procedure, the velocity deficit at 
each wind turbine of the farm is estimated by 
summing up the inductions of the neighbouring 
turbines using Equation (10). An alternative 
formulation is to use maximum value of the 
velocity deficits at each position instead of the 
Euclidean norm summation 
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   (a)      (b) 
Figure 6: Lillgrund - Power variation along the complete wind turbine rows of Figure 3 for the ±2.5

o
 

wind sub-sectors around the 120
o
 wind direction (30

o
 wind sector, 3.3 D internal turbine spacing) (a) 

Predictions and (b) Measurements 
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   (a)      (b) 
Figure 7: Lillgrund - Power variation along the complete wind turbine rows of Figure 3 for the ±2.5

o
 

sub-sectors around the 222
o
 wind direction (30

o
 wind sector, 4.3 D internal turbine spacing (a) 

Predictions and (b) Measurements 
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   (a)      (b) 
Figure 8: Lillgrund - Average power variation along the complete wind turbine rows of Figure 3. (a) 
120

o
±15

o
 sector with 3.3 D internal turbine spacing (b) 222

o
±15

o
 sector with 4.3 D internal turbine 

spacing 



 
Figure 9: Lillgrund wind farm [15]: 30

o
 inflow sectors along rows with missing wind turbines are 

marked for the 120
o
 and 222

o
 wind directions 
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Figure 10: Lillgrund - Average power variation along the incomplete wind turbine rows of Figure 9. 
(a) 120

o
±15

o
 sector with 2 missing wind turbines (b) 222

o
±15

o
 sector with 1 missing wind turbine 

 
The comparison showed that the results of 
the engineering model are closer to the CFD 
predictions for all three simulated wind 
directions when the approach of he maximum 
velocity deficit is used. However, the overall 
representation of the wind farm is worse, as 
seen in Figure 11, where the predictions are 
compared with the measurements. Due to the 
nature of the algebraic model used it is seen 
that there is a concentrated drop in 
performance around 90

o
, 180

o
, 270

o
, 360

o
, 

which is spread over a larger region in the 
CFD calculation. The simple approach of 
adopting the maximum velocity deficit seems 
to perform better in those wind directions, 
where the maximum shadowing between the 
wind turbines occur, but worst in the rest of 
wind directions. Therefore, a combined 
method can be adopted to calibrate the 

engineering model: the maximum velocity 
deficit approach is used for wind direction 
sectors centred to multiples of 45

o
 (works better 

for multiples of 90
o
), whereas the Euclidean 

norm approach is used for the rest of wind 
directions. Comparison of the calibrated GCL 
predictions with measurements is shown in 
Figure 12. The size of the sectors where the 
maximum velocity deficit approach is 
implemented has been selected equal to 7.5

o
, 

however, further investigation is needed to 
check if this choice is suitable for other wind 
farms also. 
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Figure 11: Horns Rev - GCL polar predictions 
of park efficiency using two different  

Wind direction (degrees)

P
a

rk
e

ff
ic

ie
n

c
y

0 100 200 300
0.4

0.5

0.6

0.7

0.8

0.9

1

GCL, calibrated

Measurements

 
Figure 12: Horns Rev - GCL polar predictions 
of park efficiency using the calibrated GCL 
model. The maximum velocity deficit 
approach is used when the maximum 
shadowing effect occurs, i.e, when wind 
direction is a multiple of 45

o
.  
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Figure 13: Lillgrund - GCL polar predictions of 
park efficiency using the calibrated GCL 
model. The maximum velocity deficit 
approach is used at all wind directions.  

In the Lillgrund wind farm, the distances 
between the wind turbines are much smaller 
in comparison to the Horns Rev wind farm 

resulting in a higher degree of shadowing. As a 
consequence, the comparison with the CFD 
predictions shows that the maximum velocity 
deficit approach of the GCL model performs 
better than the Euclidean norm approach at all 
wind directions and not only at the 221° and 
120° directions of maximum shadowing. The 
comparison of the GCL predictions using the 
maximum velocity deficit approach with 
measurements is shown in Figure 13 

5 Conclusions 

The performance of the CRES-flowNS CFD 
model in large offshore wind farms was 
evaluated using experimental datasets from the 
Horns Rev and the Lillgrund wind farms. The 
comparisons indicated that predictions 
significantly overestimate the power deficit 
when the wind sector is narrow (±2.5°). As the 
size of the sector increases the agreement 
between predictions and measurements 
becomes better and for the wide sectors of 
±15° it can be considered quite satisfactory. 

There is a possibility that part of these large 
differences is attributed to the uncertainty in the 
measurement of the wind direction. It should be 
further investigated if such an uncertainty 
produces artificially low power losses in the 
wake centre because of direction variability. 
Both predictions and measurements predict a 
high power increase in the cases of incomplete 
wind turbine rows, but only for the single wind 
turbine which is located in a larger spacing due 
to the absence of the missing turbines. The 
increase in power is more than doubled in the 
case of two missing turbines in comparison to 
that of one missing turbine. 

The estimation of the wind farm efficiency for 
the whole wind rose was performed using the 
amended GCL model calibrated with the 
CRES-flowNS predictions. In the Horns Rev 
wind farm the distance between the turbines is 
7, 9.4 or 10.4 diameters depending on the wind 
direction. The comparison with CFD predictions 
and measurements showed that the maximum 
velocity deficit approach should be adopted 
when the ambient flow is aligned with the 
turbine rows and the maximum shadowing 
between the wind turbines occurs, whereas the 
Euclidean norm summation of velocity deficits 
should be adopted for the rest of wind 
directions. In the Lillgrund wind farm the 
distance between the turbines is 4.3 or 3.3 
diameters depending on the wind direction. The 
higher shadowing resulting from the smaller 
distances between the wind turbines, suggests 
the usage of the maximum velocity deficit 
approach for all wind directions. It should be 
investigated if the wind turbine distance can be 



inserted as a parameter to the GCL model, in 
order to determine the choice of the proper 
approach at each wind direction. However, 
simulations in more wind farms are necessary 
in order to evaluate the effect of the wind 
turbine distance on the predictions provided 
by the two different approaches of the GCL 
model  

In general, the comparison with 
measurements was satisfactory and 
encouraged the prospect that the combination 
of fast engineering models with advanced 
CFD solvers can be used for the prediction of 
efficiency polar, reducing significantly the 
computational cost 
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